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Chapter 1

Introduction

Donald Knuth begins his remarkable series of books, The Art of Computer Pro-
gramming, with the statement “The notion of an algorithm is basic to all computer
programming, and so we should begin with a careful analysis of this concept.”
In other words, in order to understand the complex behavior of a computer, one
needs a systematic and rigorous analysis of algorithms, or procedures. The key
idea behind social software is to apply this simple idea to social situations. That
is, a systematic and rigorous analysis of social procedures can help us understand
social interactions and may lead to a more “efficient” society. This idea was put
forward by Rohit Parikh [Par95], and has recently gained the attention of a wide
range of research communities, including computer scientists, game theorists and
philosophers. The objective of this thesis is to develop logical systems that can be
used to reason about multi-agent interactive situations relevant for the analysis
of social procedures.

1.1 What is Social Software?

Starting with [Par95] and more recently in [Par02a, Par02b, Par01], Parikh de-
fines social software by way of various illustrative examples. Essentially, there are
two ways in which a procedure can fit into the social software paradigm. First of
all, a procedure may be truly social in that several agents are required even in
the execution of the procedure. Standard examples are voting procedures, such
as plurality voting or approval voting, or fair division algorithms, such as ad-
justed winner or the many cake-cutting algorithms. Secondly, even if a procedure
does not require a group for its execution, it may still fit into the social software
paradigm. These are procedures set up by society and intended to be performed
by single agents within the context of a group of agents. Examples include proce-
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dures that universities set up that students must follow in order to drop a class or
the procedures hospitals set up to ensure the necessary flow of information from
a patient to a doctor.

From the point of view of someone designing a social procedure, as soon as
beliefs and utilities can be attributed to the agent(s) executing the procedure,
the procedure should be thought of as social software. After all, when designing
computer software, programmers do not worry that the computer may suddenly
not “feel like” performing the next step of the algorithm. But in a setting where
agents have individual preferences, such considerations must be taken into ac-
count. In fact, this suggests a third way in which procedures can be analyzed
within the social software paradigm - individual agents executing procedures in
isolation. For example, an agent following a recipe in order to make peanut-butter
chocolate chip cookies. However, from this point of view, certain philosophical
questions about the nature of procedures, or algorithms, and human knowledge
and beliefs become much more important. In this thesis, the fact that a group
of agents is somehow involved in the execution of a social procedure will play an
essential role. As a consequence, the study of social software draws on results not
only from artificial intelligence, distributed computing and philosophical logic but
also from game theory, especially mechanism design, and economics.

So far we have only explained the type of situations we have in mind and
have not yet provided an adequate definition of social software. We will now
attempt to rectify this situation. Social software is an interdisciplinary research
program that combines mathematical tools and techniques from game theory and
computer science in order to analyze and design social procedures. Research in
social software can be divided into three different but related categories: model-
ing social situations, developing a theory of correctness of social procedures and
designing social procedures. The next three subsections will describe these areas
in more detail.

1.1.1 Models of Social Situations

One of the central issues in social software and the focus of this thesis is the
development of appropriate models of multi-agent interactive situations. If one
wants a careful and rigorous analysis of social procedures, one needs to begin
with a realistic model of multi-agent interaction. The search for such models has
occupied researchers in a number of different disciplines including (but not limited
to), game theory, philosophy, artificial intelligence and distributed computing.
What is needed from the social software point of view are formal models in which
our intuitions about social procedures can be refined and tested.

It is important to be clear about exactly what is being proposed. Perhaps
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it is too much to ask for a general theory which explains all social interactions,
i.e., a “theory of everything” for the social sciences. If at all possible, such a
theory would require collaboration among a vast array of research communities
including psychologists, biologists, cognitive scientists and so on. What s be-
ing developed is a collection of logical systems intended to be used to formalize
multi-agent interactive situations relevant for the analysis of social procedures.
These frameworks are developed from different points of view and are governed
by different assumptions about the agents involved.

There are many ways one could formalize social situations in which the agents
are assumed to be executing some procedure. In this thesis, the role of information
and its dynamics in strategic multi-agent situations is a central issue. To be more
precise, we focus on the following two issues:

1. Knowledge, Actions and Obligations: It is natural to assume that
the agents’ choices, at least partially, depend on their current states of
information. This is particularly important when reasoning about what
agents ought to do. Certainly an agent cannot be faulted for not performing
an action whose need it did not know about. How should this dependency
of actions on knowledge be modeled?

2. Updating Information: Just as registers in a computer are continually
updated as a program is executed, the information of each agent changes
as a social procedure is executed. How should information update be rep-
resented? How does this affect the models of knowledge and belief?

1.1.2 A Theory of Correctness of Social Procedures

Just as one can prove that a certain implementation of a sorting algorithm is
correct, perhaps one can prove that a certain piece of social software is correct.
In computer science, it is often convenient to view a computational procedure, or
a program, as a relation on a set of states, where a state can be thought of as a
function that assigns a value to every possible variable and a truth value to all
propositions. This approach was first proposed by Pratt ([Pra76]) and is based
on the work of Floyd ([Flo67]) and Hoare ([Hoa69]). Harel, Kozen and Tiuryn
([HKTO00]) provide a very thorough discussion of computational procedures from
this point of view. The first step towards a formal logic of social procedures
influenced by this analysis of computational procedures is Parikh’s game logic
([Par83, Par85]). Game logic is intended to formalize situations where agents have
directly opposing preferences. Marc Pauly took the analysis one step further in his
dissertation, The Logic of Social Software [Pau01], in which he developed a logic
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for reasoning about coalitions [Pau02a, Pau02b]. Recently, Pauly has developed
a formal framework in the style of Hoare [Hoa69] for proving correctness of social
procedures [Pau].

However, none of the frameworks discussed above provide an explicit rep-
resentation of agents’ knowledge. Finding an appropriate representation is an
important step towards a formal theory of correctness of social procedures. As
discussed above, one of the main aspects of social procedures is that a group of
agents is somehow involved. In this multi-agent setting it is natural to assume
that the agents do not all have exactly the same information. And so issues about
how each agent represents the other agents’ information becomes important. In
particular, notions such as common knowledge, distributed knowledge, and other
levels of knowledge! are very relevant when trying to formalize correctness con-
ditions of many social procedures.

To illustrate the above point, consider the fair division algorithm adjusted
winner [BT96]. Adjusted winner is an algorithm to fairly distribute divisible
goods among two people. The procedure is discussed in detail in [BT96]. Instead
of providing a formal description of the procedure, we will look at an illustrative
example. More theoretical and practical information can be found in the books
[BT96, BT99]. Suppose Ann and Bob are dividing three goods: A, B, and C.
Adjusted winner begins by giving both Ann and Bob 100 points to divide among
the three goods. Suppose that Ann and Bob assign points according to the
following table.

Item Ann DBob

A 10 )
B 65 45
C 25 30

Total 100 100

The second step of the procedure is to give A and B to Ann since she assigned
more points to those items and item C' to Bob. However this is not an equitable
outcome since Ann has received 75 points while Bob only received 50 points. We
must transfer some of Ann’s goods to Bob. However, even giving all of item A to
Bob will not create an equitable division since Ann now has 65 points, but Bob
has only 60 points. In order to create equitability, we must transfer part of item
B from Ann to Bob. Let p be the proportion of item B that Ann will keep. Then

65p = 100 — 45p

1See [PK92, Par03] for more on the application of levels of knowledge below common knowl-
edge to game theoretic situations.
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yielding p = 100/110 = 0.9090, so Ann will keep 91% of item B and Bob will
get 9% of item B. Thus both Ann and Bob receive 59.09 points. This allocation
(Ann receives 91% of item B and Bob receives all of item A and item C' plus 9%
of item B) is envy-free, equitable and efficient. See [BT96] for a formal definition
of these properties and proofs that the adjusted winner procedure satisfies these
properties. What we are interested in is whether Ann can improve her total
allocation by misrepresenting her preferences. It turns out that she can improve
her allocation. If Ann announces that her allocation is 6 points for A, 55 points
for B and 39 points for ', then the adjusted winner algorithm will give all of B
to Ann and all of A and C to Bob. This results in Ann receiving a total of 65
points (according to her original preferences) while Bob receives 55 points. Now
this type of deception is only possible in the extreme case that Ann knows Bob’s
preferences, but Bob does not know Ann’s preferences. Indeed, Brams and Taylor
successfully argue in [BT96] that unless an agent is certain that its preference
is private and that its information about the other agent’s preference is correct,
then that agent is better off reporting its true preference. The point is that
part of showing that an implementation of adjusted winner is correct must take
into account that the each agent’s preference must be kept private, or at least
that the agents cannot take advantage of whatever information they have about
the other agent’s preferences. In other words, given the results from Brams and
Taylor that adjusted winner is efficient, envy free and equitable, showing that an
implementation of adjusted winner is correct reduces to showing that a particular
level of knowledge among the agents is maintained (i.e., each agent’s preference
is kept private).

1.1.3 Designing Social Procedures

An important test of any theory is how well it can be applied to real life sit-
uations. There are a wealth of social procedures described in the game theory
literature. For instance, see [BT96] for a discussion of a number of different fair
division algorithms. Attempts to formalize these procedures create a wide range
of interesting problems for logicians. For example, see [PS04, Sal05] for a logic
that axiomatizes the concept of majority. It will be very interesting to see if log-
ical analyzes can suggest refinements of existing social procedures or help create
new social procedures.
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1.2 Social Software for the Game Theorist

Starting with von Neumann and Morgenstern, and later with the seminal work
of Nash, game theorists have developed elegant mathematical theories that can
formalize situations similar to the one described above. Mechanism design (or
implementation theory) studies situations in which the agents’ preferences are
given together with a desired set of outcomes, and asks what interactive situa-
tion (a game) can be designed in which the outcomes can be achieved assuming
the agents act according to their given preferences. See [OR94] Chapter 10 for
more information. Essentially, a piece of social software is created. Pauly and
Wooldridge [PW] and Halpern [Hal03] independently have recently argued that
formal logical systems can be useful in this setting.

Evidence of the usefulness of a rigorous analysis of social procedures can al-
ready be seen in many areas of economics and social choice theory. Classic results
such as Arrow’s Theorem or the Gibbard-Satterthwaite Theorem [Gib73, Sat73,
Sat75] have had profound effects on social choice theory and voting theory. A
more concrete example is the game-theoretic analysis of the procedure used by
King Solomon in the well-known biblical story. In this story, King Solomon is
faced with two women each claiming that a baby is her own child. Solomon
threatens to cut the baby in half causing one of the mothers to rescind her claim
of motherhood; thus revealing herself as the true mother. However a formal anal-
ysis of this procedure, first pointed out by Glazer and Ma in 1989 [GM89], reveals
a mistake in Solomon’s procedure. It is possible for the false mother to outwit
Solomon by misrepresenting her actual preference and claim, as the true mother
would, that the baby should be given to the other woman. Glazer and Ma sug-
gest a small refinement of the procedure (involving the use of money) creating a
“strategy-proof” procedure. What is missing from these analyzes is an explicit
and rigorous description of what it means for a social procedure to be correct.
An important objective of social software is to fill this gap.

At this point, we have only argued for a formal and rigorous analysis of social
procedures and have said nothing about why logic should be used for such an
analysis. Presumably, many researchers will agree that rigor is important when
analyzing social procedures, but may hesitate to say that a logical analysis is also
important. Using logic to analyze social procedures is an important part of social
software research. Certainly, it is hard to argue that logic is not an important
tool if the goal is to mechanize the analysis of social procedures. But what if
the goal is not a computer program, but rather the analysis of a social procedure
itself? Can a logical analysis still be of use? Answering this question raises a
number of very interesting an important issues which have been addressed by a
number of different authors (for example see [Par87, Sta91, Sta99, Bac97, Bon04,
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vB01, Aum99, Rub00]). A complete answer to this question will be an interesting
digression, but a digression nonetheless. Instead we let Bacharach have the final
say:

Game theory is full of deep puzzles, and there is often disagreement
about proposed solutions to them. The puzzlement and disagree-
ment are neither empirical nor mathematical but, rather, concern the
meanings of fundamental concepts (‘solution’; ‘rational’, ‘complete in-
formation’) and the soundness of certain arguments...Logic appears to
be an appropriate tool for game theory both because these conceptual
obscurities involve notions such as reasoning, knowledge and counter-
factuality which are part of the stock-in-trade of logic, and because
it is a prime function of logic to establish the validity or invalidity of
disputed arguments. — M.O.L. Bacharach [Bac97]

1.3 Social Software for the Computer Scientist

The existence of more and more autonomous programs has prompted the study of
computational mechanism design which applies economic principles to the design
of multi-agent systems. A formal theory of correctness of social procedures can
be used to develop computational tools that can verify interactive multi-agent
protocols, such as online auctions. See [DPJ03, San03, STar| for discussions of
the relevant issues.

For example, if [ want to fly to India, instead of searching for the best deal
and purchasing the ticket myself, I may give a set of constraints to an Internet
agent (see [Woo00] for issues related to designing such autonomous computational
agents), and then send the agent out to find me the best possible price (given
my constraints) and return with the purchased ticket. Of course, at the other
end the airlines may also have an autonomous agent designed to sell tickets at
a certain price. Now, these agents will interact and bargain according to some
predefined procedure, or protocol. How do we know that the procedure the agents
follow, which after all is just another piece of code, actually implements the
intended social interaction? In other words, the interaction of the internet agents
is intended to somehow mimic a real-life interaction between a buyer and a seller.
A formal theory of correctness of social software could be used to determine
whether the procedure under consideration, in this case the procedure that the
seller agent and the buyer agent use to come to a deal, is “sound” and “complete”
for its intended interpretation. By “sound”, I mean that by following the rules
of the procedure no unintended consequences are generated. For example, the
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buyer should not be able to leave with a ticket without spending any money.
“Completeness” is slightly more complicated. Suppose that P is some procedure
intended to mimic some social interaction, say S. Now there are many possible
consequences of the social interaction S. These consequences may be described by
propositional formulas, such as “the buyer has a ticket to India”, but also may be
knowledge-theoretic in nature, such as the buyer believes that it got the best deal.
The procedure P would be “complete” for situation S if all such consequences
could be achieved by the agents.

Finally, we point to another application of social software relevant for both
computer scientists and game theorists. The study of rational agents is central
to both game theory and artificial intelligence. Simply put, an agent is an entity
situated in an environment who is capable of performing actions that somehow
change the environment; a rational agent chooses actions that are in its own best
interests. In [vdHWO3], van der Hoek and Wooldridge discuss the importance and
difficulty of developing a logic of rational agency. The logical systems developed
in this thesis deal with many of the same questions as those posed in [vdHWO03].

1.4 Overview

This thesis uses techniques from modal logic, especially epistemic logic, and game
theory to develop formal models appropriate for the analysis of social software.
The basics of modal logic and game theory will be assumed throughout the thesis,
see [BARV02] for more information on modal logic and [OR94] for more informa-
tion on game theory.

The basic formal framework used is a history based model. The idea is that
each agent has a set of possible actions, or choices, and at each moment some
event takes place. In computer science, history based models have been used to
model computations in a distributed environment. See [FHMV95] for a thorough
discussion. In the game theory literature, the history based models are called
extensive games. The reader is referred to the textbook [OR94] for a discussion
of extensive games. Chapter 2 provides an introduction to this framework.

Chapter 3 reports on joint work with Rohit Parikh and Eva Cogan. Starting
with the intuition that agents cannot be expected to perform actions they are
unaware of, a multi-agent logic of knowledge, action and obligation is developed.
Various deontic dilemmas are studied that illustrate the dependency of an agent’s
obligation on its knowledge.

Chapter 4 is the result of joint work with Rohit Parikh. In [PP05], agents
are assumed to have some private information at the outset, but may refine their
information by acquiring information possessed by other agents, possibly via yet
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other agents. A multi-agent modal logic with knowledge modalities and a modal-
ity representing communication among agents is introduced and shown to be
decidable.
Chapter 5 looks at voting theory from the social software point of view. This
chapter is based on joint work with Samir Chopra and Rohit Parikh [CPP04].
Finally, in Chapter 6 we conclude and point to further directions of research.
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